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a b s t r a c t

We study the resonance dynamics of the sine-Gordon equation kinks with a point impu-
rity. We consider the possibility of localized nonlinear waves generation on the impurities.
By using analytical and numerical methods we show that the damping and external force
counteract the development of kink resonant reflection from the attracting impurity. How-
ever, the underlying cause – a resonant energy exchange between solitons – still occurs.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

With the help of soliton dynamics one currently describes more and more physical applications in hydrodynamics,
condensed matter physics, field theory, etc. (see [1–3]). The present paper deals with the modified sine-Gordon equation
(MSGE)

utt − uxx + sin u = Φ, (1)

where summand Φ contains perturbations of problem. MSGE plays an important role in a number of physical problems:
the domain walls in magnetics, dislocations in crystals, fluxons in Josephson junctions and crossings, etc. (see [4]). In many
cases, the behavior of solitons can be described in terms of a point particle model, then their temporal evolution will be
subject to the simple differential equations (see e.g. [1,2,4]). Accounting the perturbation effect leads to a significant change
in the structure of solitons, which have to be described as deformable quasiparticles (see [1,2,4,5]). At the same time, the
solitons internal degrees of freedom are excited, and they can play a decisive role in some physical effects. Inner modes
include translational and related to long-lived oscillations of the soliton width oscillatory mode (see [1,2]).

If the study of the small perturbations influence on the MSGE solutions can be carried out by a well-developed pertur-
bation theory for solitons [1,2,5], then the influence of large perturbations in the general case can be carried out only with
the help of numerical methods (see e.g. [6–8]). Thus far quite a number of methods for numerical solving of such equations
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are developed. For example, in paper [9] a compact finite-difference scheme and DIRKN-method are used. The compactness
of the first scheme is that its recursive formula for a new temporary layer calculation contains not more than nine template
points, including the central node where the derivatives are approximated. DIRKN-method implies a class of ‘‘diagonally
implicit Runge–Kutta–Nystrom methods’’. Paper [10] proposes to solve the MSGE by numerical method using collocation
and radial basis functions. The method of lines is used in [11]. A number of studies [12–14] use spectral and pseudospectral
Fourier methods for solving equations of the MSGE type. [15] presents ‘‘gridless’’ scheme, using the ‘‘multi-square’’ quasi-
interpolation. This method does not require solutions of large-scale systems of linear algebraic equations. In [16,17] there
used different variants of methods based on the ‘‘predictor–corrector’’ scheme.

The researchers interest is attracted to the question of various types of disturbances influence on the soliton dynamics
(see e.g. [18–21]). Many papers are devoted to the study of the spatial modulation (heterogeneity) of the periodic potential
(or presence of impurities in the system) influence on the MSGE solitons dynamics. (see e.g. [1,2,4–8,22,23]). The model
of a classical particle for the kink interaction with impurity is applicable in the case when the impurity does not allow the
existence of the impurity mode—localized vibrational state on the impurity (see [1,2,4]). The importance of impurity modes
for kink dynamics is shown in [1,5–8,22–25].

Here we would like to note the emergence of such an interesting effect, as the reflection of the kink moving by inertia
in the dissipation-free environment by an attractive impurity due to resonance energy transfer between translational kink
mode and impurity mode. For real physical systems are always characterized by the presence of dissipation, which can
fundamentally influence on the system behavior. In this regard, it is necessary to investigate the influence of damping and
external force on the resonance effects at MSGE kinks motion of a model with an attractive impurity.

2. Main equations and analytical solution method

The MSGE that is going to be studied in this paper is given by [26–29]:

utt − uxx + sin u = εδ (x) sin u − 2h sin
u
2

− αut , (2)

where summand εδ (x) simulates a point impurity, δ (x)—Dirac delta function, ε—constant, h—parameter that determines
the external force amplitude, α—damping constant. Corresponding Lagrangian and Rayleigh dissipative function for Eq. (2):

L =


+∞

−∞


1
2
u2
t −

1
2
u2
x − [1 − εδ (x)] (1 − cos u ) + 4h cos

u
2


dx, (3)

R =


+∞

−∞

1
2
αu2

t dx. (4)

In the case of zero right side Eq. (2) becomes the sine-Gordon equation (SGE) and has a solution in the form of a topological
soliton (or kink):

u0 (x, t) = 4 arctan [exp (±γ (x − x (t)))] , (5)

where γ = (1 − v2)−1/2, v—kink velocity, x (t) = vt + x0—coordinate of the kink center. If the speed is low (v ≪ 1), then
γ ≈ 1. Solving the linearized for small u SGE one can find an expression that describes the structure of the impurity mode:

u1 (x, t) = a (t) e−ε|x|/2, (6)

where a (t) = a0 cos (Ωt + θ0) , Ω—the impurity mode frequency (11), and θ0—the initial phase.
The case of a single point impurity excluding external power and dampening has been previously studied in detail (see

[1,2,5,6]). It was shown that in the case of ‘‘non-deformable kink’’ approach the impurity acts as a potential. Moreover, for
the corresponding sign of the constant ε it acts on kink as an attractive potential, so that a soliton can be localized. For the
‘‘deformable kink’’ approach the effects with a resonant character occur. The possibility of impurity mode excitation on the
kink scattering, resulting in a significant change of the kink dynamics results, was also taken into account. For the case of a
space extended impurity the interaction of a kink with the impurity for both deformable and non-deformable kink model
was also analytically and numerically studied (see [7,22–24,29–32]).

Let’s consider an approximate analytical solution of the Eq. (2) by the collective variables method [1,2]. As a collective
coordinates let’s take the coordinate of the kink center x (t) and the amplitude of the impurity mode a (t). Ansatz is the sum
of the kink solutions (5) and the impurity mode (6):

u = u0 + u1 = 4 arctan ex−x(t)
+ a (t) e−ε|x|/2. (7)
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Weassume that v = ẋ (t), a (t) and ȧ (t) are quite small (value of the order ε). In the framework of this approach u1 ≪ u0.
Let’s substitute the ansatz (7) in the Lagrangian (3), and after integrating we obtain the following expression:

Leff ≈ −8 + 4ẋ2 (t) +
ȧ2 (t)

ε
− 2ẋ (t) ȧ (t)


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dx
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2ε

cosh2 (x (t))
+ a (t)

2ε sinh (x (t))
cosh2 (x (t))

+ a2 (t)


ε

4
−

1
ε

−
ε

cosh2 (x (t))


+ a (t)


+∞

−∞


ε

x
|x|

− 2h + 2 tanh (x − x (t))


e−ε|x|/2

cosh (x − x (t))
dx

+ a2 (t)


+∞

−∞


1

cosh (x − x (t))
+

h
2
sinh (x − x (t))


e−ε|x|

cosh (x − x (t))
dx

− 4h


+∞

−∞

tanh (x − x (t)) dx. (8)

In addition cos u and cos u
2 were expanded in a Taylor to second order terms in ε (an in a (t)). Since the resulting

Lagrangian (8) is quite complicated to study, let’s carry out its simplification. For example, we will not further take into
account the terms from the Lagrangian (8) containing integrals of the form

+∞

−∞

e−ε|x|/2

cosh (x − x (t))
dx, (9)

as they are small everywhere, except for the points x (t) → 0, because they contain the product of two localized functions.
In addition, some summands include factors of the order ε2 smallness (see [2]). This can greatly simplify the Lagrangian (8)
and bring it to the form:

Leff ≈ −8 + 4ẋ2 (t) +
ȧ2 (t)
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where
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F (x (t)) = −
2ε sinh (x (t))
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, (12)

U (X) = −
2ε

cosh2 (x (t))
. (13)

Similarly, dropping small terms, let’s calculate and simplify Rayleigh function (4):

Reff = α


4ẋ2 (t) − 2ẋ (t) ȧ (t)


+∞
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e−ε|x|/2

cosh (x − x (t))
dx +

ȧ2 (t)
ε


≈ α


4ẋ2 (t) +

ȧ2 (t)
ε


. (14)

Earlier in the dissipation-free case it has already been shown that a similar simplified model can qualitatively describe a
number of interesting phenomena (such as, for example, a resonant energy exchange between a kink and impurity mode).

Substitution of these expressions (10) and (14) in the Euler–Lagrange equation of the second kind for the effective
coordinates x (t) and a (t) and truncation of the terms of the order ε3 leads to the motion equations in the form of:

8 [ẍ (t) + αẋ (t) − h] + U ′ (x (t)) + a (t) F ′ (x (t)) = 0, (15)

ä (t) + αȧ (t) + a (t) Ω2
+

ε

2
F (x (t)) = 0. (16)

If we compare the resulting system of differential equations (15)–(16) with a similar system (see [1,2,6]), obtained for
the dissipation-free case in the absence of an external force, it is clear that the inclusion of damping and external force led
to addition of summands 8 [αẋ (t) − h] in the first equation and αȧ (t) in the second equation. Moreover, the impact of the
external force on the impurity as a summand of the third order of smallness in this approach is not considered.

Let us analyze the dynamics of a kink obeying Eqs. (15)–(16). Fig. 1 shows the time dependence of the kink center
coordinate x (t), calculated by integrating the system of Eqs. (15)–(16) for different cases. In this model the kink initial
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Fig. 1. The dependence of the kink center coordinates x (t) on time, acquired as a result of system simulation (15)–(16) during the motion of the kink by
inertia (a, b, c, d, e, f) and under the influence of an external force h (g, h). Simulation parameters ε = 0.7, x (0) = −10, a (0) = 0, ȧ (0) = 0: (a) α = 0.002,
h = 0, ẋ (0) = 0.3768; (b) α = 0.002, h = 0, ẋ (0) = 0.4; (c) α = 0.002, h = 0, ẋ (0) = 0.377; (d) α = 0.002, h = 0, ẋ (0) = 0.3486; (e) α = 0.02, h = 0,
ẋ (0) = 0.6; (f) α = 0.02, h = 0, ẋ (0) = 0.7; (g) α = 0.02, h = 0.007, ẋ (0) = 0.35; (h) α = 0.02, h = 0.008, ẋ (0) = 0.4.

energy E0
kink and work of external force Eex, besides the cost on the impurity mode Eim excitation, are spent on the damping

in the system Eα:

E0
kink + Eex = Ekink + Eim + Eα. (17)

Therefore, at inertial motion kink does not go to infinity, but stops after a while. This is seen from Fig. 1(b), built with
weak damping α = 0.002, and Fig. 1(f)—with a stronger damping α = 0.02. If the system is influenced by an external force
h > 0 and dissipative losses Eα are compensated by the energy influx Eex, then the kinkmay go to infinity if its kinetic energy
turns out to be large enough to overcome the impurity attractive potential (see Fig. 1(h)).

The results showed that for the system (15)–(16) as well as for the dissipation-free case, the kink resonant interaction
with impuritymode is typical. As a result of interaction the kinkmay even after repeated impurity crossing leave its attractive
potential. However, these evolution variants are found only at lowdamping and kinkmotion by inertia. For example, Fig. 1(c)
(built at α = 0.002), the kink is reflected in the opposite direction after fourteen, and in Fig. 1(d)—in forward direction after
eleven impurity crossings. At a stronger damping (e.g. α = 0.02) similar evolution variants were not found. Furthermore, a
kink may be captured by an attractive potential of impurity, wherein the amplitude of its translational vibrations decreases
sufficiently rapidly, as shown in Fig. 1(e). Accounting the impact of external force h does not lead to the appearance of kink
resonant reflections. Fig. 1(g) is a case of pinning at α = 0.02 and h = 0.007, that does not fundamentally differ from the
case when h = 0 (Fig. 1(e)).
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Fig. 2. The number of the kink crossings the impurity Cim (a, b), the final position of the kink xend = x(tend) (c, d), the value of the maximum AI
kink and

minimum AII
kink kink translational oscillations (e, f) depending on the kink initial (stationary) speed v0 in the model (15)–(16), where ε = 0.7, x (0) = −10,

a (0) = 0, ȧ (0) = 0. When constructing the parameter v0 was tabulated with step δv = 10−4 at: (a, c, e)—α = 0.002, (b, d, f)—α = 0.02. For (c, d) cases
xend < 0 correspond to the kink reflection from the impurity, xend > 0—kink passing through the impurity, xend = 0—kink capture in the impurity. (g)
shows the definition of the maximum AI

kink and minimum AII
kink , where T 1

kink—is the first period of the kink oscillations in the impurity.

A more complete picture of the kink-impurity interactions is presented in Fig. 2(a) (for weak damping α = 0.002) and
in Fig. 2(b) (for strong damping α = 0.02). They show the dependence of the number of impurity crossings Cim from the
initial steady-state kink speed v0. The comparison to the same curve for the dissipation-free case shows that the appearance
of weak damping in the system significantly reduces the number of resonance windows and value Cim. And strong damping
leads to the virtual disappearance of resonances.

Note that in the study of the resonance windows the reflections lose relevance dependences vkon(v0) curves (see, [1,6,7,
23,30]), since the final velocity of the kink in the long-termmodeling is either equals zero (inertial motion), or equals vst(h)
(in the case ofmovement under the external force influence). Therefore, it is nownecessary to use the curves of the kink final
position xend = x(tend) dependence on v0 shown in Fig. 2(c), (d). The comparison of these dependences also suggests that
with the emergence of weak damping the number of resonance windows is also beginning to decline, especially at small v0.
This phenomenon can be explained by analyzing the dependence of the translational oscillations amplitude minimum AII

kink
(which is defined as shown in Fig. 2(g)) on v0 shown in Fig. 2(e), (f). This dependence shows that wide windows (Cim = 2)
under weak damping (Fig. 2(e)) become small minimums with strong damping (Fig. 2(f)). This suggests that the resonant
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interaction between a kink and impurity mode is still the case, but the losses in the system do not leave the kink enough
energy to leave the impurity attractive potential. Thus, additional channels of the damping of different type (waves radiation
or system dissipation) weaken the effects resulting from the resonant interaction of a kink and impurity mode.

3. Numerical method

For the numerical solution of Eq. (2) let’s use the method of finite differences, which produces a grid function Uh whose
values are approximately equal to the exact solution U at grid points. There was selected a three-layer explicit solution
scheme, with the derivatives approximation on the five-point pattern of ‘‘cross’’ type that was previously used for other
SGEmodifications (see [29,30]). In the framework of this method, the solution of Eq. (2) is reduced to computing the sought
function at given grid nodes with the help of the recurrences

Un+1
i = C2


Un
i−1 + Un

i+1


+ C3Un

i + C4Un−1
i − K ∗(x) sinUn

i − Ch sin 0.5Un
i , (18)

where

C1 =


1

1t2
+

α

21t

−1

, C2 =
C1

1x2
, C3 = C1


2

1t2
−

2
1x2


,

C4 = C1


−

1
1t2

+
α

21t


, K ∗(x) = C1(1 − εδ(x)), Ch = 2C1h.

(19)

Here, 1x is the spatial mesh size and 1t is the time step. Introducing the function K ∗(x), we can compute it prior to the
simulation, thus eliminating few arithmetic operations at every step. Numerical scheme (18)–(19) is stable if (1t/1x)2 < 1.
A kink of form (5) moving at the constant velocity v0 was specified as an initial condition, and the boundary conditions were
U(−∞, t) = 0, U(+∞, t) = 2π , U ′(±∞, t) = 0.

The typical implementations of the numerical solution to Eq. (2), used in our earlier works (for example, [33,34]), make
it possible to calculate the structure and dynamics of kinks with accuracy sufficient for observing the pinning of a kink
by an impurity, its passage through an impurity, and the structure and properties of excited nonlinear waves. However,
higher numerical accuracy is required for the study of possible resonance effects. For this reason, the function U(x, t) was
approximated using Nx = 104 points.

4. Numerical experiments

4.1. Implementation and numerical optimization

Scheme (18)–(19) was numerically implemented in Delphi. Additionally, the algorithmwas optimized to reduce the CPU
time. Specifically, by using the specific properties of the problem and reducing the numerical accuracy and the range of the
argument, the computation of the sine function was accelerated by more than eight times with the help of the polynomial
approximation

sin x ≈ −4B(x)

1 + B2(x)


A3 + B2(x)


A5 + B2(x)


A7 + B2(x)


A9 + B2(x)A11


(20)

B(x) = 0.25x + π/4,
A3 = −2.66592780638819,
A5 = 2.12775693434532,

A7 = −0.79794217405921,
A9 = 0.16264977471553,
A11 = −0.01573479830529.

With the use of approximate formula (20), the sine on the interval [2, 8] can be computed to 10−4 accuracy. The condition
for finding the argument of the sine in this interval is ensured bymonitoring the residual and the total energy of the system.

To optimize memory access operations, we used the built in assembler of the Delphi compiler. As a result, rejecting the
high level programming language, we overcame many of its restrictions and produced a much more optimal code than
that generated by the compiler. Tests showed that the overall acceleration of the computations due to the optimization
performed was roughly 5.5 times as compared with the conventional implementation (for example, [33,34]). Since the
achieved performance came very close to the scheme performance theoretical rating, the need to use differentmathematical
libraries accelerating calculations (e.g., ACLM and MKL) is eliminated. It should also be noted that the constructed schemes
have possibility for further computational optimization via paralleling by special CPU instruction sets (SSE, FMA, AVX)
[35–37].

Many conducted optimizations would have a weaker effect while using the implicit scheme for the construction
of equations finite-difference approximations, as an implicit scheme is two-step as a rule and requires a larger num-
ber of memory accesses. For example, one-dimensional case usually requires a seven- or nine-points scheme [38,39],
which, although they have less strict stability conditions, require more time to calculate each new point. The same
applies to a four-point scheme of ‘‘leapfrog’’ type [38], because it requires calculation of the trigonometric function
in two points. Furthermore, the implicit scheme reduces arithmetic operations density, even for a one-dimensional
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case, as it requires an intermediate row of running coefficients computation. This fact becomes even more evident
when trying to use further possibilities for optimization, when the paralleling goes in data (within one temporal
layer). Furthermore, implicit scheme leads to a considerable complication of iterative schemes for two-dimensional
and especially three-dimensional cases (due to necessity to perform intermediate calculations between temporal lay-
ers). The scheme used is convenient because it can be with minimal changes adapted both for other modifications of
one-dimensional Eq. (2), and for SGE multi-dimensional variants (including methods of optimization).

4.2. Suppression of waves reflection

As shown by numerical simulation, there is an effect of waves reflection from the edge of the grid, that distorts the results
obtained after prolonged process modeling. For the ‘‘absorption’’ of the waves in the border region there developed many
methods [40,41], including for wave equations of the second order [42]. For Eq. (2) there is amethod inwhich the dissipative
parameter α is specified in a piecewise constant functions:

α =


1, x ≤ xleft + Ddiss, x ≥ xright − Ddiss
α0, xleft + Ddiss < x < xright − Ddiss,

(21)

where Ddiss – the absorption region width (typically 3%–5% of the entire simulated field width), α0 – the value of the
dissipative parameter in the main area. Usage of (21) leads to an almost complete damping of all waves advancing to the
edges of the grid.

4.3. Numerical error

To estimate the error of the method a comparison of the calculation results θ (xi, tn) for fixed xi, while changing tk, using
Eq. (2) with its exact solution (5) (when ε = 0, h = α = 0) was made. Absolute error can be calculated by the formula:

1θ =
θn

i,j − 2 arctan [exp (γ (xi − vtk))]
 , (22)

and reduced error can be calculated by the formula:

ε =
1θ

Xn
, (23)

where Xn—normalized value, determined as equal to the upper limit of measurements, in this case Xn = π . Numerical
simulation showed that there is an accumulation of errors over time, but the rate of its growth is quite slow. Even with large
values t = 500 the error is ε ≈ 0.0125%.

4.4. Two schemes of numerical experiment

It is well known (see [1,2]), that under the influence of external force h an initially resting kink in a homogeneous
dissipative medium is accelerated to a stationary velocity

vst =
h

α

1 + h2/α2

, (24)

for some time tst . Fig. 3(a) shows the dependence of kink velocity v (t) on time. The curve 1 shows that v (t) asymptotically
approaches to vst (h = 0.015) = 0.6. To study the effect of dissipation and external force on the dynamics of a kink at
crossing the impurity region we use two schemes of numerical experiment. The first scheme of the experiment suggests
that the resting at the initial time kink accelerates to a velocity close to stationary, and then crosses the impurity. Relevant
to this case dependence of the kink velocity (Fig. 3(a), curve 2) shows that, after crossing the center of the impurity at the
time t∗ ≈ 240 the kink speed drops significantly, but then again asymptotically approaches to the value vst . Meanwhile the
dependence x(t) (Fig. 3(c), the curve 2) slightly differs from the case when the impurity is absent (Fig. 3(c), curve 1).

The second scheme of the experiment allows us to study the damping effect without external force. At first, the kink
by an external force reaches a velocity close to stationary. This comes at time toff when the kink is in the point x∗

− 10,
where x∗—impurity center (Fig. 3(d)). At this point, external power is turned off, and further movement of the kink occurs
by inertia. The corresponding dependence of the kink velocity on time is shown in Fig. 3(b) (curve 1), which suggests that
the kink velocity under the decay effect is gradually reduced to zero and after a certain time the kink stops at a certain point
(Fig. 3(d), curve 1). Fig. 3(b), (d) (curve 2) shows that in the presence of impurity the kink velocity decreases faster, and the
final point at which the kink stops is much closer to the impurity.

Note that the acceleration of the kink to the stationary velocity requires large simulation time, which is generally limited
by computing resources. For example, in the cases of Fig. 3(a), (b), the time of meeting the stationary velocity is reduced to
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Fig. 3. The kink velocity v (a, b) and its position x (c, d) depending on time t by the action of the external force h = 0.015 and the damping α = 0.001. In
cases (b, d) external power is turned off at the time toff = 225 and the kink continues to move by inertia. Curve 1 is plotted for the case when the impurity
is absent, curve 2—the case when the kink crosses the impurity center x∗

= 40, at ε = 0.7 and time t∗ . vst (h) = 0.6—the kink stationary velocity.

a value tst = 225, at which the kink acquires the velocity v (tst) ≈ 0.5956. However, the numerical experiment allows to
reduce the time of meeting the stationary velocity to tst = 15 if at the initial time of simulation the kink velocity v0 is given
by the formula (24). Thus we get the kink velocity much closer to the stationary: |v (tst) − vst | ≈ 10−5.

Since all further results are conducted in accordance with the described experiment schemes, where the kink is initially
accelerated to a stationary velocity by an external force h, so the initial velocity of the kink v0 is the velocity the kink steady
motion, common to the given α and h: v0 = v0 (h, α) = vst (h, α). The calculated dependences of the sought values of h on
the graphs are easier to build depending on v0, since, according to (24), the same value h has different effect on the system
when differentα, which in turn leads to difficultieswhen comparing the graphs, calculated for different values of dampingα.

4.5. Comparison of the analytical model to numerical results

Let’s compare the results obtained by using the analytical model (15)–(16) with the numerical results of the original
Eq. (2). Let us first consider the simplest case of a kink motion in the absence of impurity. If the external force is absent,
the kink after starting to move at velocity v0 under the influence of the damping will begin to move with negative accel-
eration until it stops at a certain point. Fig. 4 shows time evolution of the coordinates of the kink center for three different
values v0. It is seen that the dependences x(t) for the original Eq. (2) (indicated by solid lines) qualitatively agree with the
dependences for the model (15)–(16) (indicated by dots). At small values v0 there is also found a quantitative agreement
(see. Fig. 4, curve 3).

Next let’s consider the kink motion, which rests at the initial time under the influence of an external force h. Fig. 5 shows
the velocity of kink motion depending on time for three different values of the parameter h. This figure suggests that after a
certain time the kink velocity reaches a certain stationary value vst = vst(h, α). For the model (2), the value is determined
by the expression (24). For the analytical model, as the quasirelativistic effects were not taken into account, the stationary
condition leads to the equation αẋ (t) − h = 0 and the following expression:

vst = ẋ (t) =
h
α

. (25)
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Fig. 4. The dependence of the kink center coordinates x on time t calculated in the framework of models (15)–(16) (solid lines) and (2) (points), where
h = ε = 0, α = 0.02, x (0) = −10, a (0) = 0, ȧ (0) = 0: (1) v0 = 0.6, (2) v0 = 0.4, (3) v0 = 0.2.

Fig. 5. The dependence of the kink center coordinates x on time t calculated in the framework of models (15)–(16) (solid lines) and (2) (points), where
ε = 0, α = 0.02, x (0) = −10, a (0) = 0, ȧ (0) = 0, v0 = ẋ (0) = 0: (1) h = 0.0075, (2) h = 0.0050, (3) h = 0.0025.

Thus, the comparison of the results of the analytical and numerical models shows their qualitative agreement, see,
e.g., Fig. 4. Good quantitative agreement is observed only for small values h. Such behavior can be explained by the fact
that when choosing a test function for the model (15)–(16) the quasirelativistic effects were not taken into account.

Let’s consider the effect of damping on the appearance of the kink-impurity resonance interactions. Fig. 6(a), (b) show
the dependence of the maximum AI

kink and minimum AII
kink translational vibrations of the kink moving by inertia (which

are defined as shown in Fig. 2(g)) on the initial kink stationary velocity v0, which show that there is a situation similar
to Fig. 2(f). Moreover, even slight damping (α = 0.002 in Fig. 6(a)) leads to the disappearance of the reflection resonant
windows. This can be explained by the fact that compared to the analytical model while fulfilling the numerical calculation,
in addition to damping, there is still an additional damping channel in the form of waves radiation at the kink interaction
with the impuritymode. This leads to significant kink energy losses evenwith little damping. As shown in [30], this damping
channel can be compared to the usual one atα = 0.02. At stronger damping (α = 0.02 in Fig. 6(b)) the amplitude of the kink
translational oscillations noticeably reduces. Enabling constant external force (see. Fig. 6(c)) further weakens the effect of
resonant interactions and the amplitude of the kink translational oscillations becomes smaller than for the case in Fig. 6(b),
as the external force prevents the kink moving in the opposite direction (with fluctuations in the impurity region).

5. Conclusion

In the paper the dynamics of the sine-Gordon equation kinks scattering on a point impurity with regard to resonant
effects occurrence was investigated. Using the method of collective variables, a system of differential equations for the
coordinates of the kink center and the impurity wave amplitude, describing the dynamics of the kink scattering in the single
spot impurity, is acquired.

A quick highly-precise way of the modified sine-Gordon equation numerical solution with a simple explicit scheme
of ‘‘cross’’ type was suggested. The possible methods of calculations optimization were given and their effectiveness was
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Fig. 6. The the value of the maximum AI
kink and minimum AII

kink kink translational oscillations depending on the kink initial (stationary) speed v0 in the
model (15)–(16), where x (0) = −10, a (0) = 0, ȧ (0) = 0, in the case of the kink motion by inertia (a, b) and under the external force h (c). In the last case
v0 = vst (h). When constructing the parameter v0 was tabulated with step δv = 3 · 10−5 where: (a) α = 0.002; (b), (c) α = 0.02.

discussed. According to these methods testing results there has been achieved total calculations acceleration of about
5.5 times relative to the conventional implementation of such algorithm. When implementing the decision algorithm, an
explicit scheme of ‘‘cross’’ type has a number of advantages compared to some known types of implicit schemes. In terms
of algorithms execution speed there may be the case when the benefits provided by the solution implicit schemes are fully
neutralized by their computational complexity.

Possible scenarios of kink dynamics in the attractive impurities presence was studied. Analytical and numerical methods
show that the damping and external force counteract the development of the kink resonant reflection from attracting
impurity. However, the underlying cause resonant energy exchange between solitons still exists. It is shown that the typical
values of the external force (much less than unity), which are used in computer experiments in this study, do not have a
significant impact on the localized waves fluctuations.
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